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Abstract

Model mis-specification remains a major concern in macroeconomics, and policy makers must often resort to heuristics to decide on policy actions; combining insights from multiple models and relying on judgment calls. Identifying the most appropriate, or optimal, policy in this manner can be challenging however. In this work, we propose a statistic —the Optimal Policy Perturbation (OPP)— to detect “optimization failures” in the policy decision process. The OPP does not rely on any specific underlying economic model, and its computation only requires (i) forecasts for the policy objectives conditional on the policy choice, and (ii) the impulse responses of the policy objectives to shocks to the policy instruments. We illustrate the OPP by studying the optimality of past and present US monetary policy decisions.
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Although contention about the appropriate model of the economy and its microeconomic foundations continues, macroeconomic policy decisions have to be made. 

Blanchard and Fischer (1989)

1 Introduction

Despite impressive recent progress in structural macro modeling, model misspecification remains a major concern, and policy makers often rely on heuristics to determine how to optimally balance conflicting objectives; combining insights from different models and relying on judgement calls.¹ This practical approach has benefits in terms of robustness to model mis-specification, but a major downside is that it can be difficult to identify the most appropriate course of policy: without a comprehensive quantitative framework some opportunities for improvement could be left on the table.

In this work, we propose a statistic – the Optimal Policy Perturbation (OPP) – to detect “optimization failures” in the policy decision process, failures that could arise whenever the underlying economic model is unknown or too complex to write down, as is often the case in practice. The OPP can be applied to a broad range of policy problems, notably macroeconomic stabilization objectives, such as a central bank with a dual inflation-unemployment mandate or a government interested in smoothing business cycle fluctuations but concerned about excessive deficits.

Our starting point is a high-level quadratic loss function, as specified by the policy maker, for instance a central banker interested in minimizing the squared deviations of inflation and unemployment from some target levels. The objective function can depend on multiple objectives over arbitrary horizons and can have multiple policy instruments as argument. The idea underlying the OPP is to explore whether deviating from the current policy choice is desirable, i.e., whether a perturbation to the policy choice can lower the loss function. If the policy instruments are set optimally, perturbations to the instruments should have no first-

¹See e.g., Svensson (2003), Blanchard (2016).
order effect on the policy maker’s loss function. If this is not the case, the instruments can be
adjusted until that first-order condition is satisfied, and this “optimal policy perturbation”
is a measure of the distance between the current and the optimal policy.

The OPP only depends on (i) the policy maker’s forecasts for the policy objectives —
the targets— conditional on the policy choice, and (ii) the impulse responses of the targets
to shocks to the policy instruments. In fact, calculating the OPP boils down to an OLS
regression where we regress the forecasts for the targets on their impulse responses to policy
shocks. Intuitively, recall that IRs capture how perturbations to the policy instruments affect
the targets. When the policy is optimal, the IRs should be orthogonal to the expected paths
of the mandates: there is no combination of the IRs, i.e, no adjustment to the instruments,
that can lower the loss function. In contrast, when the policy is not optimal, a regression
of the forecasts on the IRs will determine how to use the IRs to minimize the sum-of-
squared deviations of the targets, i.e., how to optimally adjust the instruments. This optimal
adjustment is the OPP.

To assess the optimality of a policy using the OPP, we must confront two practical issues:
(i) the impulse responses need to be estimated and thus face estimation uncertainty, and (ii)
the conditional expectations are oracle forecasts, i.e., optimal forecasts that can generally
only be approximated by the policy makers. Because of these two sources of error —IR
estimation error and model misspecification error—, the researcher could wrongly conclude
that a policy is not optimal. To guard against such risks, we derive confidence bands around
the OPP. These bands allow the researcher to state the level of confidence attached with any
assessment of optimality.

To showcase the usefulness of the OPP and illustrate its practical implementation, we re-
visit past US monetary policy decisions. We discuss the results from two different exercises.
First, we consider a number of past Fed decisions where policy was not always set optimally.
These examples illustrate how our methodology can identify deviations from optimality, the
reasons for these deviations and the effects of parameter uncertainty and model misspecifi-
cation on these conclusions. Second, we use our framework to systematically re-assess past
Fed policies, and we study the optimality of the Fed policy over 1980-2018 without imposing any modeling restriction on the Fed’s decision making process.

To implement these exercises we require forecasts for inflation and unemployment and estimates of the impulse responses to monetary policy shocks. We obtain conditional FOMC forecasts from historical records of monetary reports to Congress from 1980 until 2018. These projections are conditional on the Fed following an optimal policy, as judged by the FOMC members, which allows us to measure the distance to optimality of the Fed’s actions back to 1980. We then group the Fed’s monetary policy instruments into two groups: a first one captures conventional monetary policy and operates through the fed funds rate; and a second one, available since 2007, captures a broad class of unconventional monetary policies that operate through the slope of the yield curve, as in Eberly, Stock and Wright (2019). We estimate the impulse responses of interest with local projection instrumental variable methods (Jordà, 2005; Stock and Watson, 2018), using external instruments derived from changes in asset prices around FOMC announcements (Kuttner, 2001; Gürkaynak, Sack and Swanson, 2005).

We find that the Fed monetary policy has been remarkably close to optimal. Specifically, we cannot discard optimality of the fed funds rate in all but three periods, the early 1980s when policy was too tight, in 2003 when the fed funds rate could have been lowered further\textsuperscript{2}, and in 2008 when the Fed should have lowered the fed funds rate faster. At other times, the magnitude of the deviations from optimality are not only non-significant but also relatively minor, averaging only about a quarter percentage point. Since the Fed only moves the short term rate in quarter percentage points, this implies that, except for these three time periods, the fed funds rate OPPs typically round to zero over the past 40 years. In contrast, for the slope instrument, which only operates after 2007, the optimality deviations are large, peaking at -2ppt at the onset of the crisis, and we can reject optimality over 2009-2012. This suggests that unconventional monetary policy measures —LSAP or QE— could have been

\textsuperscript{2}As we discuss in the main text, this conclusion holds for a central bank with a dual inflation-unemployment mandate. With additional objectives, e.g., limiting excessive growth in domestic debt, we cannot reject that the fed funds rate was set optimally.
used more aggressively to bring the slope down in line with optimality.

This paper relates to a number of influential literatures. First, the OPP goes back to the work of Tinbergen (1952) in that we do not evaluate the full-fledged social welfare function, but instead focus on a simpler high-level macro welfare function, as specified by the policy maker. While the micro-foundation of the loss function can be crucial in certain policy contexts, representing the preferences of the policy makers with a quadratic loss function can yield great benefits when, as is often the case in macroeconomic applications, the underlying economic model is so complicated that policy makers must rely on heuristic methods to approximate the optimal policy. The OPP preserves the simplicity and transparency of the Tinbergen rule, but generalizes it to any dynamic context.  

In a public finance context, the OPP shares important similarities with the sufficient statistic approach (e.g. Chetty, 2009), in that both methods exploit the fact that the “welfare” consequences of a policy can be derived from (estimable) high-level elasticities, in our case the IRs to policy innovations. The two approaches differ in that the sufficient statistic approach builds on a micro-founded welfare function, whereas the OPP approach starts from a high-level quadratic loss function, as specified by the policy maker. Since the OPP does not rely on any envelope condition (unlike the sufficient statistic approach, e.g., Chetty, 2009, section 4.1), the OPP method does not require knowing the underlying model. As we illustrate in this paper, this is of particular interest in the context of macro-economic stabilization, which has been little studied by the sufficient-statistic literature.

Second, the OPP is complementary to the large literature on optimal policy making, see for many examples the textbooks of Ljungqvist and Sargent (2004), Woodford (2011) and Bénassy-Quéré et al. (2018). Unlike the optimal policy literature focused on deriving optimal policy rules —formulas for setting the policy instrument as a function of other variables—, the OPP is a statistic designed to detect optimization failures. Its strength is that it does

---

3The Tinbergen rule states that “to reach any number of independent policy objectives, the government needs are least an equal number of policy instruments”. The OPP shows that in a dynamic world where policy transmits to the economy, this is not as simple, because any instrument will move the targets over multiple horizons, leading to within-mandate trade-offs, i.e., trade-offs across horizons.
not rely on any underlying model, but this is also its limitation as its lack of theoretical foundation limits its applicability as a general policy rule. However, the OPP can be seen as a key element of the forecast-targeting rules used in monetary policy making (e.g., Svensson, 2019). A forecast targeting rule is a general approach to policy making that consists in selecting a policy rate and policy-rate path so that “the forecasts of the target variables look good, meaning appears to best fulfill the mandates and return to their target at an appropriate pace” (Svensson, 1999, 2017b, 2019).4 However, a limitation is that the “looking good” criterion is imprecise and leaves the policy maker uncertain about the optimality of the policy choice. The OPP provides a precise quantitative condition for optimality, and can thus be seen as providing a quantitative foundation for forecast-targeting rules.5

A large literature on optimal monetary policy has aimed at deriving simple and robust optimal policy rules in the form of simple interest rate rules that deliver good performances across a broad range of models.6 in practice policy makers do not rely on Taylor-type rules. Instead, a more accurate representation of the reaction function is in terms of a forecast-targeting rule. For instance, central bank provide forecasts that converge to the policy objective at some “appropriate” rate. EU countries who deviate from the 3 percent Maastrict deficit rule do not abide by that rule, but instead provide deficit forecasts that converge to (less than) 3 percent at some “appropriate” rate.7

4As argued by Svensson, the forecast targeting approach is attractive for its flexibility and capacity to incorporate all relevant information and to accommodate judgment adjustments. This is contrast to Taylor-type rules that can be “too restrictive and mechanical, not taking into account all relevant information, and the ability to handle the complex and changing situations faced by policy makers” (Svensson, 2017b).

5For instance, the OPP is immediately applicable to the Fed “policy rule” described by Bernanke (2015): “The Fed has a rule. The Feds rule is that we will go for a 2percent inflation rate; we will go for the natural rate of unemployment; we put equal weight on those two things; we will give you information about our projections, our interest rate. That is a rule and that is a framework that should clarify exactly what the Fed is doing.” In that context, the OPP can be used to assess whether the Fed is optimally balancing the expected paths of inflation and unemployment.

6As Galí (2015) puts it “an interest rate rule is generally considered “simple” if it makes the policy instrument a function of observable variables only, and does not require any precise knowledge of the exact model or the values taken by its parameters. The desirability of any given simple rule is thus given to a large extent by its robustness, i.e., its ability to yield a good performance across different models and parameter configurations.”

7In the case of Portugal for instance, the Council of the European Union stated that “in order to bring the headline government deficit below the 3 percent-of-GDP reference value by 2015 in a credible and sustainable manner, Portugal was recommended to bring the headline deficit to 5,5 of GDP in 2013, 4,0% of GDP in 2014 and 2,5% of GDP in 2015.” (Economic and Financial Affairs Council, 12 July 2016)
Out paper fits into this practical representation of policy making, by providing a statistic that can help understand, quantify and communicate what constitutes an “appropriate” convergence rate.

Finally, from a general macro perspective, this paper highlights an important link between the structural impulse response literature (e.g., Ramey, 2016) and the optimal policy literature (e.g., Svensson, 2010). While the impulse response literature has traditionally focused on estimating impulse responses to shocks in order to guide model building (e.g., Christiano, Eichenbaum and Evans, 2005), our paper provides a novel and important role for impulse response estimates: as a testbed for the optimality of policy.

The remainder of this paper is organized as follows. In the next section we introduce the environment in which the policy maker and the researcher operate. Section 3 presents the baseline OPP statistic and discusses the underlying intuition. The confidence bands for the OPP statistic are derived in Section 4. In Section 5 we apply our methodology to study monetary policy decisions from the US. Section 6 concludes.

2 Environment

In this section we describe the environment and the policy maker’s problem. In general, there are three players in our setting: the policy maker that makes an initial policy choice, the researcher that aims to verify whether the policy maker’s choice is optimal, and nature that determines the distribution of the variables.

The policy maker has $M$ mandates that span $H$ horizons. The horizon $H$ is arbitrary and can be considered infinite. Let $y_{m,t+h}$ denote the value of the variable that corresponds to mandate $m$ and horizon $h$. The current time period is indexed by $t$ and the target value for $y_{m,t+h}$ is denoted by $y^*_m$. To incorporate preferences across mandates and horizons, let $\lambda_m$ be the fixed preference parameter for mandate $m$ and let $\beta_h$ be the discount factor for
horizon \( h \). The policy maker considers a loss function of the form

\[
\mathcal{L}_t = \mathbb{E}_t \sum_{h=0}^{H} \sum_{m=1}^{M} \lambda_m \beta_h (y_{m,t+h} - y_{m}^*)^2 ,
\]

(1)

where the expectation is conditional on the time \( t \) information set \( \Omega_t \), e.g. \( \mathbb{E}_t(\cdot) = \mathbb{E}(\cdot|\Omega_t) \), and with respect to the true distribution of the target deviations \( y_{m,t+h} - y_{m}^* \).

The \( K \) policy instruments that are available to the policy maker are denoted by \( p_t = (p_{1,t}, \ldots, p_{K,t})' \). For instance, if the policy maker is a central bank \( p_{k,t} \) may correspond to the short term nominal interest rate \( i_t \), or alternatively \( p_{k,t} \) may correspond to a forward guidance announcement. In general, the objective of the policy maker is to minimize the loss function (1) using its instruments \( p_t \).

For convenience, we stack all re-weighted deviations from the targets in the \( M(H+1) \times 1 \) vector \( Y_t = [\sqrt{\lambda_j \beta_h} (y_{m,t+h} - y_{m}^*)]_{m=1,...,M,h=0,...,H} \) and simply refer to this vector as the targets. A generic model for the targets is given by \( Y_t = f(p_t, X_t) \), where \( f(\cdot, \cdot) \) is assumed to be differentiable with respect to its first argument. The function \( f(p_t, X_t) \) maps the policy choice \( p_t \) and an arbitrary set of relevant variables \( X_t \) to the targets \( Y_t \). For instance, \( X_t \) may include lagged values of the targets and any other variables that determine \( Y_t \) including expectations for future variables.

With these definitions we rewrite the policy makers’ problem as the following least squares problem\(^9\)

\[
\min_{p_t \in \mathbb{R}^K} \mathbb{E}_t \|Y_t\|^2 \quad \text{with} \quad Y_t = f(p_t, X_t) .
\]

(2)

Problem (2) can be thought of as a static representation of a dynamic policy problem. Forecast horizons and mandates enter in a symmetric fashion (after reweighting by preferences and discount factors) and the policy maker has \( K \) instruments to hit the \((H+1)M\) static targets collected in \( Y_t \). Since, \( K \) is generally smaller then \((H+1)M\) the solution to the policy problem implies a set of trade-offs across horizons and mandates, see Tinbergen (1952).

---

\(^8\)The target value \( y_m^* \) can equally well be considered horizon dependent, e.g. \( y_{m,t+h}^* \) instead of \( y_m^* \).

\(^9\)We consider the usual vector norm where for any \( a \in \mathbb{R}^n \) we have that \( \|a\| = \sqrt{\sum_{t=1}^{n} a_t^2} \).
The policy makers’ perceived solution to problem (2) is denoted by \( p_t^0 \). In practice, the policy makers’ choice \( p_t^0 \) may not optimal—a case of optimization failure in the policy decision process—, because the underlying model \( f(\cdot, \cdot) \) is unknown or too “complicated” to allow the policy maker to determine whether \( p_t^0 \) is optimal. Specifically, even if the policy maker has access to the true underlying model, that model is often too complex to write down and \( f(p_t, X_t) \) is very costly to compute, being the result of many model iterations and judgement calls (Manganelli, 2009). With a high cost of computing \( f(p_t, X_t) \), the policy maker is only able to assess the value of \( f(p_t, X_t) \) for a small set of values for \( p_t \), i.e., for a small number of alternative policy strategies. This approach amounts to an incomplete grid search that can leave the policy maker unsure of having set the optimal policy.

### 3 Optimal policy perturbations

In this paper, we take the perspective of a researcher interested in assessing whether the policy maker’s choice \( p_t^0 \) is optimal. Importantly, we do not assume that the researcher has access to the underlying model \( f(p_t, X_t) \).

To assess optimality, we study the implications for the loss function (1) of modifying the policy choice to \( p_t^0 + \delta_t \), where \( \delta_t = (\delta_{1,t}, \ldots, \delta_{K,t})' \) is a vector of policy perturbations. If the loss function is lower for some \( \delta_t \) we may conclude that the choice \( p_t^0 \) was not optimal.

While one could consider a number arbitrary deviations from the policy \( p_t^0 \) and evaluate whether any of them lower the loss function, a more efficient approach consists in finding a well-chosen perturbation that exploits the first-order condition for optimality.

Specifically, we will use as perturbation the first step of a Gauss-Newton optimization algorithm, an algorithm that only relies on the first and second derivatives of the objective

---

10A telling example are the massive resources devoted by the Board of Governors to (i) assess the current state of the economy (historically called the Greenbook, Part 2), and (ii) construct forecasts for key macroeconomic variables (historically called the Greenbook, Part 1). Every FOMC cycle (8 times a year), the writing of the Greenbook involves a substantial share of the Board staff.

11In the context of monetary policy for instance, the central bank staff can only consider a limited number of alternative interest paths; e.g., the Bluebook of the Fed lists only 3 or 4 alternative monetary strategies for consideration for the FOMC members to discuss.
function. These methods are attractive in our setting because the first and second derivatives of the loss function only involve two typically known or estimable quantities: (i) the forecast of the policy objectives conditional on the policy choice, and (ii) the IR of the policy objectives to shocks to the policy instruments.

Under a “no regime-switching” assumption described below, we can derive an optimal adjustment that makes policy optimal in one iteration, which means that the adjustment is the “Optimal Policy Perturbation”, i.e., the distance between the current policy choice and the optimal policy. The OPP thus allows us to not only detect optimization failures but also to identify the reason for these failures and the correction needed to go back to optimality.

Even without the “no regime-switching” assumption, our method can be used to detect optimization failures in the policy decision process. In that case however, we cannot quantify the magnitude of the optimization failure.

### 3.1 Measuring distance to optimality

To measure the distance to optimality of the current policy choice \( p_t^0 \), we make the following assumption.

| Assumption 1 (No Regime-Switching). The \( M(H+1) \times K \) matrix of impulse responses |
| \( R = \frac{\partial Y_t}{\partial \delta_t} \) |

is fixed and does not depend on \( \delta_t \).

Assumption 1 imposes that the impulse responses are constant over time and do not depend on \( \delta_t \) (or \( p_t \)). As we detail in the appendix, the time-invariance restriction is only imposed for convenience and the main ideas of this paper continue to apply for time-varying impulse responses \( R_t \), except that the data requirements for estimating \( R_t \) are stronger.

---

12Specifically, the Gauss-Newton algorithm consists in approximating the objective function with its second-order Taylor expansion, and finding the minimum of that approximate function.

13For (i), policy makers, such as central banks, routinely provide their forecasts to make their policy decisions transparent, e.g., the Survey of Economic Projections from FOMC members. For (ii), we can draw on a large literature to estimate impulse responses to policy shocks.
The “independence from $\delta_t$” restriction is important however. It imposes that the policy innovations $\delta_t$ do not lead agents to revise their expectation about the policy maker’s reaction function (which affects their decision making process).

Stated differently, Assumption 1 states that the OPP is not affected by the Lucas critique, a reasonable assumption for small deviations from optimality. Indeed, if the policy innovations are sufficiently small —modest interventions in the sense of Leeper and Zha (2003)—, we can reasonably consider that the economy remains in the same regime before and after a policy innovation, and assumption 1 is satisfied.\footnote{According to Leeper and Zha (2003), a modest policy intervention does not significantly shift agents’ beliefs about policy regime and does not induce the changes in behavior that Lucas (1976) emphasizes.}

With Assumption 1 in place we mimic the policy makers’ problem and determine whether the current policy choice is optimal. The formal statement and solution are summarized in the following theorem.

**Theorem 1.** Given Assumption 1 and under the assumption that $R$ and $E_t Y_t^0$, with $Y_t^0 = f(p_t^0, X_t)$, are given with $R' R > 0$, the Optimal Policy Perturbation (OPP) is given by

$$
\delta_t^* = \arg \min_{\delta_t \in \mathbb{R}^K} E_t \| Y_t \|^2 = - (R' R)^{-1} R'E_t Y_t^0.
$$

\[ (4) \]

The proof is deferred to the appendix.

Under assumption 1, if $\delta_t^*$ is not equal to zero the policy maker’s policy choice $p_t^0$ is not optimal as the policy maker could adjust to $p_t^0 + \delta_t^*$ in order to achieve a lower expected loss $E_t \| Y_t \|^2$. Therefore $\delta_t^*$ is a statistic that measures the “distance to optimality” of the policy choice $p_t^0$ making $\delta_t^*$ the Optimal Policy Perturbation (OPP).

A few comments are in order.

First, the OPP only requires the forecasts of the policy maker $E_t Y_t^0$ (conditional on his optimal policy choice $p_t^0$) and the impulse responses $R$.

Second, note how the expression for the OPP looks like the formula of an OLS regression. In particular, $\delta_t^*$ is minus the coefficient estimate of a regression of $E_t Y_t^0$ on $R$. To get the intuition behind this OLS interpretation, first notice that under Assumption 1, the effect of
a small policy perturbation on $Y_t$ is given by\textsuperscript{15}

$$Y_t = \mathcal{R}\delta_t + Y_t^0,$$

which means that the set of impulse responses $\mathcal{R}$ captures the effect of a change in the policy instrument on the policy maker’s objectives.\textsuperscript{16} The goal of the optimal perturbation $\delta_t^*$ is then to use the impulse response ($\mathcal{R}$) in order to minimize the squared deviations of $Y_t$. This is nothing but an OLS regression of $Y_t^0$ on $\mathcal{R}$, except one with a minus sign in front of the coefficient estimate since the goal is not to best fit the path for $Y_t^0$, but instead to best “undo” it. Since the future value of the objectives is unknown, the policy maker instead tries to undo $\mathbb{E}_t Y_t^0$, the expected path for $Y_t^0$ conditional on the policy choice $p_t^0$, and we obtain the OLS-type formula (4).

Third, expression (4) makes clear that our approach relies on a direct mapping between the policy perturbations and the target variables, as opposed to specifying a recursive model for the targets.\textsuperscript{17} This is attractive in our context, because it allows us to represent the policy maker’s problem as a static problem, whereby policy makers are not just facing $M$ dynamic targets but instead $M(H + 1)$ static targets. Under that light, we can view the impulse responses as capturing the joint effects of the instruments on all these static targets, and optimal policy involves cutting trade-offs across mandates and horizons. As we will see in the application section, this static representation will prove useful to understand and visualize the trade-offs at play at any point in time.

\textsuperscript{15}This can be seen by taking a first-order expansion of $f(p_t^0 + \delta_t, X_t)$ around $\delta_t = 0$, which gives $f(p_t^0 + \delta_t, X_t) \approx f(p_t^0, X_t) + \mathcal{R}\delta_t$. Under Assumption 1, this approximation is exact since the higher-order terms are zero.

\textsuperscript{16}In other words, Assumption 1 accommodates commonly used linear models such as vector autoregressive models and linear state space models, as well as non-linear models for small perturbations $\delta_t$ around the policy choice $p_t^0$.

\textsuperscript{17}Recursive models such as VAR models or linear state space models are more common in the optimal policy literature see for examples Chow (1972, 1973); Sack (2000); Rudebusch (2002); Orphanides (2003); Swanson (2004) or the textbook treatment of Ljungqvist and Sargent (2004). Note that any linear recursive model can be re-written to satisfy (5) simply by adjusting the definition for $\Pi_t^0$ and $U_t^0$. 
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3.2 Rejecting optimality

Assumption 1 imposes that $R$, the responses to policy changes, are invariant to policy perturbations $\delta$ and thus not subject to the Lucas critique. For large deviations from optimality, the OPP can be large and thereby lead to a change in regime. While this prevents the use of the OPP as a distance-to-optimality measure, we now show it is still possible to use our approach to assess optimality.

To allow for regime changes following discretionary monetary interventions, we relax assumption 1 and allow the impulse responses to depend explicitly on the policy perturbation.

**Assumption 2.** The $M(H+1) \times K$ matrix of impulse responses

$$R(\delta_t) \equiv R(p^0_t + \delta_t, X_t) = \frac{\partial Y_t}{\partial \delta_t'}$$

(5)

where $R(\delta_t)$ is assumed differentiable with respect to $\delta_t$.

The notation in assumption 2 leaves the dependence on $p^0_t$ and $X_t$ implicit. The dependence of the impulse responses on $\delta_t$ is crucial as it allows policy responses to change with the policy perturbation, our object of interest.

With this relaxation we modify Theorem 1 as follows.

**Theorem 2.** Given Assumption 2 and under the assumption that $R(\delta_t)$ and $\mathbb{E}_t Y^0_t$ are given with $Y^0_t = f(p^0_t, X_t)$ and with $R(0)'R(0) > 0$ and $\frac{\partial \text{vec}(R(\delta_t)')}{\partial \delta_t'} \big|_{\delta_t = 0} > 0$, the Improving Policy Perturbation (IPP) is given by

$$\delta_t^{**} = \arg \min_{\delta_t \in \mathbb{R}^K} \mathbb{E}_t \|Y_t\|^2 = - \left( R(0)'R(0) + (\mathbb{E}_t Y_t^0' \otimes I_{M(H+1)}) \frac{\partial \text{vec}(R(\delta_t)')}{{\partial \delta_t'} \big|_{\delta_t = 0}} \right)^{-1} R(0)'\mathbb{E}_t Y^0_t$$

(6)

The consequence of relaxing assumption 1 is twofold.

First, the policy perturbation $\delta_t^{**}$ does no longer measure the distance to optimality. However, it does indicate whether the current policy choice is optimal: if $\delta_t^{**} \neq 0$ it is still
possible to reduce the loss by choosing \( p_t^1 = p_t^0 + \delta_t^{**} \). The update \( \delta_t^{**} \) is merely the first step in the Gauss-Newton algorithm.\(^{18}\)

Second, in general, computing the policy perturbation \( \delta_t^{**} \) would require large data samples. The extra difficulty comes from the fact that one needs to estimate both the unknown function \( R(\cdot) \) as well as its derivative \( R'(\cdot) \). Given the availability of instrumental variables, one could estimate \( R(\cdot) \) using non-parametric IV methods to estimate (see Newey, 2013), but these methods require large sample sizes and are therefore not often adopted for studying causal effects in aggregate macro time series.

However, we can considerably simplify the problem by only trying to assess whether \( \delta^{**} \) is zero or not, i.e., whether the current policy choice satisfies the first-order necessary condition for optimality. This can be done by simply considering the right-most component of equation (6): \( R(0)'E_t Y_t^0. \(^{19}\) The corollary below formalizes this approach.

**Corollary 1.** Given Assumption 2 and under the assumption that \( E_t Y_t^0 \) with \( Y_t^0 = f(p_t^0, X_t) \) is given, that \( R(\delta_t) \) is given with \( R(0)'R(0) > 0 \) and \( \frac{\partial \text{vec}(R(\delta_t)'Y_t^0)}{\partial \delta_t} \bigg|_{\delta_t=0} > 0 \), the policy choice \( p_t^0 \) is optimal if

\[
\zeta_t^* = 0 , \quad \text{where} \quad \zeta_t^* = R(0)'E_t Y_t^0 .
\]  

A limitation of \( \zeta_t^* \) is that it cannot inform about the distance to the optimal policy. It can only be used to detect optimization failures, but it cannot be used to assess the magnitude of the failure. However, since the OPP will only likely fail to satisfy Assumption 1 for large values, we can use the more robust method to discard optimality.

\(^{18}\)If it were possible to evaluate \( E_t Y_t^1 = E_t f(p_t^1, X_t) \) then the optimal policy might be found by iterating the Gauss-Newton algorithm (provided the local quadratic approximation of the loss function is reasonable). While this is not possible for a researcher outside the policy institute, this could be possible for the policy maker’s staff, since they construct the forecasts \( E_t Y_t \) and they can iterate the updating procedure until convergence.

\(^{19}\)This amounts to switching from a Gauss-Newton optimization iteration (which requires the second derivative and adds extra difficulties in computing \( \delta_t^{**} \)), to a gradient-descent iteration that only requires the first derivative estimated at the current policy choice.
4 Inference for OPP

The computation of the OPP requires two statistics: (i) the impulse responses $\mathcal{R}$, and (ii) the conditional expectations $E_t Y_t^0$. While the previous section treated these statistics as given, in practice (i) the researcher does not know the true impulse responses $\mathcal{R}$ and (ii) the optimal forecasts $E_t Y_t^0$ cannot be computed by the policy maker.

In this section we extend our framework to capture these practical constraints. First, we take into account that the impulse responses need to be estimated by the researcher and thus face estimation uncertainty. Second, we take into account that the policy makers’ forecasts can only approximate the conditional expectation $E_t Y_t^0$. Because of these two sources of error —IR estimation error and conditional expectation error—, the researcher could wrongly conclude that there was an optimization failure.\(^{20}\) To guard against such a risk, we derive confidence bands around the OPP. These bands allow the researcher to state the level of confidence attached with detection of an optimization failure.

Impulse response uncertainty

To capture impulse response uncertainty, let $r = \text{vec}(\mathcal{R})$ and let $\hat{r}$ denote the vector of impulse response estimates of the researcher. We assume that

$$\hat{r} \sim N(r, \Omega),$$

where $\Omega$ is the variance matrix of all impulse responses: across all horizons and mandates. The normality assumption can be justified by asymptotic arguments for different estimators when taking the sample size to infinity.\(^{21}\) Further, we posit that there exists a consistent

\(^{20}\)We take a conservative approach here in the sense that we aim to guard against incorrect rejections of optimality. Depending on the researcher’s taste or objective one could argue that incorrectly not-rejecting optimality is also undesirable. However, similarly to hypothesis testing one cannot generally guard against both types of errors. The analogy with hypothesis testing is useful for conceptualizing, but formally incorrect as the OPP is a function of the optimal forecast which is a random variable and not a parameter.

\(^{21}\)Suppose that the researcher uses $\{y_{1,s}, \ldots, y_{M,s}, p_s, w_s\}_{s=t-n}$, with $w_s$ control variables or instruments, to estimate the impulse responses. Then several estimators, such as those based on local projections and structural vector autoregressive models, satisfy $\sqrt{n}(\hat{r} - r) \xrightarrow{d} N(0, \text{Avar}(\hat{r}))$. This implies that if we let
Model misspecification uncertainty

To capture model misspecification uncertainty, let \( \hat{Y}_{t|t} \) denote the forecast of the policy maker that we regard as an approximation to the conditional expectation \( E_t Y_t^0 \). In practice, we do not observe the historical misspecification errors \( \{E_s Y_s^0 - \hat{Y}_{s|s}\}_{s=t-H}^{t-n} \) as the true model is unknown, and we cannot exploit such sequence to predict the distribution of \( E_t Y_t^0 - \hat{Y}_{t|t} \). Instead, we take a conservative approach and rely on the historical forecast errors to construct upper-bounds for the confidence interval for \( E_t Y_t^0 \).

Specifically, we have

\[
Y_t - \hat{Y}_{t|t} = Y_t - E_t Y_t^0 + E_t Y_t^0 - \hat{Y}_{t|t}.
\]

First, we assume that the misspecification error \( E_{t|t} = E_t Y_t^0 - \hat{Y}_{t|t} \) follows a normal distribution.\(^{23}\) Second, we upper bound the variance of \( E_{t|t} \) with the variance of the forecast errors, which are observable.\(^{24}\)

With these assumptions in place we approximate the distribution of \( E_t Y_t^0 \) by

\[
E_t Y_t^0 \approx N \left( \hat{Y}_{t|t}, \hat{\Sigma}_{t|t} \right),
\]

where \( \hat{\Sigma}_{t|t} \) is an (upper-bound) estimate for the mean squared forecast error \( \Sigma_{t|t} = E_t (Y_t - \Omega = \frac{1}{\sqrt{n}} Avar(\hat{r}) \) we obtain (8).

\( \hat{\Omega} \) is an \( (\sqrt{n}) \) estimate for \( \Omega \) that we denote by \( \hat{\Omega} \).\(^{22}\)

22. These assumptions are mild. For instance, in our empirical work below we rely on local projections with instrumental variables to estimate the impulse responses (e.g. Jordà, 2005; Stock and Watson, 2018). The corresponding estimator \( \hat{r} \) is approximately normal under standard textbook assumptions (White, 2000) and Newey and West (1994) methods deliver a consistent estimator \( \hat{\Omega} \) for \( \Omega \).

23. Since the true model is not known to the researcher, bootstrap methods, as in Wolf and Wunderli (2015), cannot be adopted, and we must resort to the classical construction of the prediction interval (e.g. Scheffe, 1953), which is based on a normality assumption. Note also that, as argued in Wolf and Wunderli (2015), asymptotic arguments cannot be used to justify the normal approximation. It is an assumption in our setting.

24. This requires the assumption that the covariance between the future error and the misspecification error is zero.
\( \hat{\delta}_t(Y_t - \hat{Y}_t)' \) that we estimate using the historical forecast errors

\[
\hat{\Sigma}_{t|t} = \frac{1}{n-H} \sum_{s=1}^{n-H} (Y_s - \hat{Y}_{s|s})(Y_s - \hat{Y}_{s|s})'.
\] (10)

**Confidence bands for the OPP**

We can then use the distributions (8) and (9) to approximate the distribution of \( \delta^*_t = -(\hat{R}'\hat{R})^{-1}\hat{R}'\hat{E}_t Y_0^0 \). We compute

\[
\{\delta^{(j)}_t, j = 1, \ldots, B\}, \text{ where}
\]

\[
\delta^{(j)}_t = -(\hat{R}^{(j)'\hat{R}^{(j)}})^{-1}\hat{R}^{(j)'\hat{Y}^{(j)}}, \quad r^{(j)} \sim N(\hat{r}, \hat{\Omega}) , \quad Y^{(j)}_{t|t} \sim N(\hat{Y}_{t|t}, \hat{\Sigma}_{t|t}) ,
\] (11)

where \( B \) is the number of independent draws that we take equal to 10,000 in our empirical work. We report the median and the upper and lower bounds of the simulated distribution \( \{\delta^{(j)}_t, j = 1, \ldots, B\} \).

**A Brainard conservatism principle for the OPP**

An interesting point is the fact that \( \hat{\delta}_t \), the mean of the distribution \( \{\delta^{(j)}_t, j = 1, \ldots, B\} \), does not correspond to \( (\hat{R}'\hat{R})^{-1}\hat{R}'\hat{Y}_{t|t} \), a naive estimator of the OPP based on an OLS regression of the point forecast \( \hat{Y}_{t|t} \) on the IR point estimate \( \hat{R} \).

Instead, we have

\[
\hat{\delta}_t = (\hat{R}'\hat{R} + \hat{\Omega})^{-1}\hat{R}'\hat{Y}_{t|t} ,
\] (12)

where \( \hat{\Omega} \) can be thought of as capturing an attenuation bias coming from measurement error in the impulse response estimates.

This result is analogous to the seminal Brainard (1967) conservatism principle. Brainard’s principle states that in the face of parameter uncertainty, a policy maker should be more conservative in its use of the policy instruments and refrain from fulling minimizing the loss.
function. A similar logic is at work in our context: a researcher that faces uncertainty in its estimate of the effects of policy (uncertainty in the IRs) needs to be more conservative – on average – when aiming to reject that the current policy choice is non-optimal.

5 Optimal perturbations for monetary policy

In this section we apply our optimal perturbation framework to study monetary policy decisions in the United States. Here the policy maker is the Fed which aims to fulfill a number of mandates like stable inflation and stable unemployment and possibly others such as financial stability. The central bank has a number of instruments: the current short term interest rate, the expected path of the short-term rate —forward-guidance— as well as more unconventional policies such as the size of the balance sheet, Quantitative Easing, LSAP or maturity management (see e.g., Eberly, Stock and Wright, 2019). Inspired by Eberly, Stock and Wright (2019), we group the Fed’s instruments into two broad categories, defined from their intended effect on the yield curve: (i) the current fed funds rate —conventional monetary policy—, which affects the short-end of the yield curve and (ii) policies that affect the slope of the yield curve —slope policy—.

We conduct two different exercises. First, to illustrate the workings of our method, we consider a number of past Fed decisions where policy was not always set optimally. These examples illustrate how our methodology can clarify the monetary trade-offs at play and help identify opportunities for policy improvements.

Second, we use our framework to systematically re-assess past Fed policies, and we study the optimality of the Fed policy over 1980-2018 without imposing any modeling restriction on the Fed’s decision making process.

Before describing these exercises, we first detail the datasets and methods that we use to

---

25 In our analysis of past Fed decisions, it is important to keep in mind that we have the benefit of hindsight in that our estimates of the effects of policy changes (the impulse responses) are drawn from evidence that was not necessarily available at the time.

26 This is in contrast to earlier studies that rely on a model to construct forecasts for inflation and unemployment and thus implicitly assume that their model was the forecasting model that the Fed adopted in the past (e.g. Rudebusch and Svensson, 1999; Sack, 2000; Rudebusch, 2002).
calculate the optimal perturbations. The OPP requires two pieces of information to assess the optimality of the Fed policy over time: (i) the Fed’s projections for the target variables (e.g., inflation and unemployment) conditional on policy makers’ desired policy path and (ii) the impulse responses of the target variables to the monetary perturbations.

5.1 Data and impulse response estimation

FOMC projections over 1980-2018

Since the passage of the Full Employment and Balanced Growth Act of 1978 (also known as Humphrey-Hawkins), federal law requires the Federal Reserve Board to submit written reports to Congress containing discussions of “the conduct of monetary policy and economic developments and prospects for the future”. As part of this report, the Fed provides a summary of Federal Open Market Committee (FOMC) participants’ projections for the unemployment rate and inflation (among other variables): the Survey of Economic Projections (SEP).

The data were manually extracted from digital records from the archives of the House Financial Services Committee. We obtained bi-annual SEP data for the median forecasts of FOMC members for inflation and unemployment at one- and two-year ahead horizons over the period 1980-2006. After 2006, SEP data are published four times a year and additionally include the median forecasts at a three-year ahead horizon. In addition, we complement these forecasts with the median FOMC estimate of the “long-run” projections for inflation and unemployment. We set the horizon for the “long-run” FOMC projections to equal 5 years. The SEP reports the long-run forecasts of inflation and unemployment only after 2007, so for the pre-2007 period we use real-time estimates of the natural rate of unemployment constructed by (Orphanides and Williams, 2012) and long-run inflation

---

27The price index underlying the inflation measure has changed over time, ranging from the GNP deflation, CPI to PCE in the more recent period. Using a linear model of the form $\pi_{PCE}^t = \alpha + \beta \pi_t^x + \varepsilon_t$ with $x$ denoting the underlying price index, we adjusted the different inflation measures to make them consistent with a PCE-based measure.

28We obtain very similar results using instead a convergence time of 10 years.
expectations from the Federal Reserve Board “PTR” variable, which is a measure a long-run inflation expectations derived from the Survey of Professional Forecasters (SPF). Since the SEP projections are annual, we linearly interpolate them in order to project them on the quarterly impulse responses to monetary shock.

Estimation of impulse responses

Following the works of Gürkaynak, Sack and Swanson (2005), Lakdawala (2019) and more closely Eberly, Stock and Wright (2019), we estimate the impulse responses to (i) innovations to the current Fed funds rate, (ii) innovations to the slope of the yield curve, where the slope is the spread between the yield on 10-year Treasuries and the Fed funds rate.

The impulse responses for the different targets \( y = \pi, u \) horizons \( h \) and perturbation types \( k = i_0, \Delta i \), with \( i_0 \) indicating the fed funds rate and \( \Delta i \) the slope of the yield curve, are defined as follows.

\[
\mathcal{R}_{k,h}^y = \mathbb{E}(y_{t+h}\mid \varepsilon_t^k = 1, c_t) - \mathbb{E}(y_{t+h}\mid \varepsilon_t^k = 0, c_t),
\]

where \( \varepsilon_t^k \) corresponds to a structural monetary policy shock of type \( k = i_0, \Delta i \) and \( c_t \) is a vector of control variables. These impulses are the elements of the matrix \( \mathcal{R} \) defined above.

To estimate the impulse responses we use local projections with external instruments (Jordà, 2005; Stock and Watson, 2018). For the Fed funds shock, the instrument is the difference between the target decision and the expectation implied by current-month Federal funds futures contracts, constructed as described by Kuttner (2001). For the slope shock, the instrument identifies policy induced changes in the slope of the Interbank/Treasury term structure, holding constant changes in the Fed funds rate. To this end, the slope instrument is the residual from a regression of announcement-window changes in the ten-year on-the-run Treasury yield onto the fed funds rate shock.
The local projections, for \( y = \pi, u, h = 0, \ldots, H \) and \( k = i_0, \Delta i \), are given by

\[
y_{t+h} = x^k_t R_{y,0} + c_t^\gamma_{y,h} + \nu_{t+h}^y ,
\]

where \( x^k_t = i_{0,t}, \Delta i_t \) the fed funds rate or the slope of the yield curve, and \( c_t \) a set of control variables consistent of lags of \( y \) and \( x \). We estimate the impulse responses using observations from 1990 until 2007 for the fed funds rate instrument and observations from 2007 until 2018 for the slope instrument, consistent the time frame over which the Fed used forward-guidance (Eberly, Stock and Wright, 2019). We compute the variance matrix of the impulse response estimates using Newey and West (1994).

5.2 Illustrative case studies

We first consider some concrete examples where we assess the optimality of past Fed decisions. For clarity purposes, in the first examples we ignore the effects of uncertainty and treat the impulse responses as given and the FOMC forecasts as capturing the conditional expectations. That is we act as if \( \delta^*_t \) is known with certainty. Later examples discuss the role of uncertainty. For our analysis, we take an horizon of \( H = 5 \) years and consider discount rates \( \beta_h = 1 \) for all \( h \).

5.2.1 On the optimality of the level of the fed funds rate

One mandate: We start with a central bank with a unique inflation mandate and a unique instrument; the fed funds rate. In this scenario the policy makers’ problem is given by

\[
\min_{i_{0t} \in \mathbb{R}} L_t , \quad L_t = \mathbb{E}_t \| \Pi_t \|^2 ,
\]

where \( \Pi_t = (\pi_t - \pi^*, \ldots, \pi_{t+H} - \pi^*)' \) is the vector of inflation gaps with target \( \pi^* = 2 \).

The optimal perturbation is given by the scalar \( \delta^{*\pi}_t = - (R^{\pi'} R^{\pi})^{-1} R^{\pi'} \mathbb{E}_t \Pi_t^0 \), which measures the adjustment to the fed funds rate that minimizes the sum-of-squares of the
expected inflation gaps.

Figure 1 depicts graphically all the information needed to assess the optimality of the fed funds rate in 1990-M6. The top-left panel reports the expected paths for inflation conditional on the current policy choice, including the current level of the fed funds rate. Note how lighter colors denote forecasts at more distant horizons. The middle-left panel reports the impulse responses of inflation to a 1ppt innovation to the current fed funds rate, that is it reports $R^\pi$.

Finally, the bottom panel combines all the previous information in one scatter plot of the inflation forecast ($E_t\Pi_{0}$) against the negative of the impulse responses of inflation ($-R^\pi$). To denote the time dimension, recall that we use lighter colors to indicate horizons farther away in the future: that way, we can visualize how the forecast and the impulse response co-move over the forecast horizon $h$.

There is no new information in the bottom panel, but the scatter plot captures all the information needed to compute the OPP and thereby discard (or not) optimality. Indeed, recall that the OPP for a strict inflation targeter is given by a regression of the conditional forecast for inflation ($E_t\Pi_{0}$) on the (negative) IR of inflation to a policy shock ($-R^\pi$). Thus, the slope of the best linear fit for that scatter plot is $\delta^*_t$, the OPP for a strict inflation targeter.\footnote{The OPP is given by the regression of $E_t\Pi_{0}$ on the \textit{negative} of $R^\pi$, because the goal of the OPP is not to best fit the expected path for inflation with the impulse response, but instead to best “undo” it. By having $-R^\pi$ on the x-axis, the slope of the best fit line is directly the OPP, which helps with the interpretability of the figure.}

The scatter plot helps understand the determinants of the regression line, and thus which trade-offs may have been overlooked when setting policy. Informally speaking, dots close to the x-axis mean that the target is already close to zero and thus with little room for improvement, while dots close to the y-axis cannot be influenced by the central bank’s instrument. Thus, the room for improvements comes from the dots around the 45 degree line where the deviations are not only substantial but also “influentiable” with the instrument.

Since the Fed only moves in quarter percentage points, the shaded grey area depicts the
region where we *cannot* discard optimality, because the optimal adjustment is below 12.5 basis points (and thus rounds to zero). In other words, whenever the regression line, overlaps with the grey region, we cannot discard that the current fed funds rate is set optimally.

In 1990-M6, the FOMC expected inflation to run over its target for some time, as depicted in the top-left panel of Figure 1. For a strict inflation targeter, the 1990-M6 fed funds rate was not set optimally, because a higher fed funds rate—a positive perturbation to the policy rate \( \delta_t^\pi > 0 \)— can lower the expected loss function by better stabilizing inflation.\(^{30}\) In this case, the overlooked trade-off is a trade-off across horizons, i.e., a “dynamic” trade-off: By raising interest rates, the Fed could have traded lower inflation at shorter horizons with too low inflation at longer horizons.\(^{31}\)

Note the magnitude of the optimization failure for an hypothetical inflation targeter. As shown in the middle-left panel, the OPP amounts to 1.25ppt a large economic deviation for the fed funds rate.

**Two mandates:** We now consider a central bank with a dual inflation-unemployment mandate, and we consider the policy problem

\[
\min_{i_t \in \mathbb{R}} \mathcal{L}_t, \quad \mathcal{L}_t = \mathbb{E}_t \| \Pi_t \|^2 + \lambda \mathbb{E}_t \| U_t \|^2,
\]

where \( U_t = (u_t - u_t^*, \ldots, u_{t+H} - u_{t+H}^*)' \) is the vector of unemployment gaps.

In line with the Fed’s “balanced approach”, we put equal weight on stabilizing inflation and unemployment \( (\lambda = 1) \) as in the optimal policy simulations of the Tealbook.

With a dual mandate, the situation is more complicated because in addition to the dynamic trade-off highlighted above, policy makers must also take into account possible conflicts between the different mandates; in this case a “static” trade-off between inflation and unemployment. In fact, we can re-write \( \delta_t^\pi \), the dual-mandate OPP, as a weighted-

\(^{30}\)The dashed red line lies outside the grey area, so that the magnitude of the OPP (the slope of the red line) is large enough to discard optimality of the fed funds rate (for a hypothetical strict inflation targeter).

\(^{31}\)The dynamic trade-off comes from the blunt nature of the monetary instrument: when the Fed moves the fed funds rate, it affects the whole path of macro variables, not only one horizon.
average of the OPP for each mandate, i.e.,

\[
\delta^*_t = \omega \delta^*_\pi + (1 - \omega) \delta^*_u,
\]

where \(\delta^*_\pi = -(\mathcal{R}\pi'\mathcal{R}\pi)^{-1}\mathcal{R}\pi' \mathbb{E}_t \Pi_0^t\) and \(\delta^*_u = -(\mathcal{R}u'\mathcal{R}u)^{-1}\mathcal{R}u' \mathbb{E}_t U_0^t\) are the optimal perturbations for a single mandate (inflation or unemployment) and \(\omega = \frac{1}{1 + \lambda / \kappa}\) is a scalar weight that depends on the ratio of society’s preference between the two mandates (\(\lambda\)) and the central bank’s instrument “average” ability to transform unemployment into inflation \(\kappa = \|\mathcal{R}\pi\|^2 / \|\mathcal{R}u\|\).\(^{32}\)

Thus, the dual-mandate OPP \(\delta^*_t\) depends on two trade-offs: (i) a dynamic trade-off depending on the relative ability of the central bank to influence each mandate at different horizons, e.g., longer vs. shorter horizons (as captured by \(\delta^*_\pi\) or \(\delta^*_u\)), and (ii) a static trade-off depending on the relative ability of the central bank to influence one mandate versus another (as captured by \(\omega\)).\(^{33}\)

Going back to our 1990-M6 example, taking the expected path of unemployment (top-right panel of Figure 1, blue colors) into consideration completely changes the picture. In fact, in this case, we can no longer discard optimality that the fed funds rate was actually set optimally despite substantial deviations of inflation and unemployment from target. The reason is the standard static trade-off between inflation and unemployment, and this can be seen directly from the regression coefficients \(\delta^*_\pi\) and \(\delta^*_u\): it is desirable to run a more contractionary policy (\(\delta^*_\pi \approx +0.25 > 0\), the red line slopes upwards) to lower inflation and at the same time run a more expansionary policy (\(\delta^*_u \approx -0.25 < 0\), the blue line slopes downwards) to lower unemployment, which is not possible. Graphically, this can be seen by the fact that the blue line and the red line display opposite slopes. And since the black line

\(^{32}\)Note that \(\omega \xrightarrow{\lambda \to 0} 1\) (a single inflation mandate), and similarly \(\omega \xrightarrow{\lambda \to \infty} 0\) (a single unemployment mandate). In the appendix, we show that \(\kappa\) reduces to the slope of the Phillips curve in the baseline New-Keynesian model (Galí, 2015).

\(^{33}\)The estimated impulse responses to a fed funds rate shock imply \(\kappa \approx 0.07\) and \(\omega \approx 0.08\), because the fed funds rate is much more effective at moving unemployment than moving inflation. As a result, the overall OPP \(\delta^*_t\) will be heavily tilted towards the stabilization of unemployment, and unless the deviations of inflation are large and correlated with \(\mathcal{R}\pi\) (such that \(\delta^*_\pi\) is large), the dual-mandate OPP will be driven to a large extent by the OPP for unemployment.
(with slope equal to the dual-mandate OPP) is an average between these red and blue lines, it ends up with a flat slope that rounds to zero, i.e., inside the grey cone of optimality.

In words, while the Fed would have liked to lower the federal funds rate to fight excess unemployment, it was prevented to do so by the high and on-going excess inflation. This was explicitly acknowledged in the 1990-M6 Bluebook.

**Three mandates:** Our framework can accommodate any number of mandates, and it is instructive to consider adding a financial stability mandate, as has been the subject of numerous debates since the great recession (e.g., Svensson, 2017a).

To capture that third mandate, imagine that the Fed wants to stabilize credit growth around some target, guided for instance by numerous works that point to the link between fast credit growth and the severity of subsequent recessions (e.g., Jordà, Schularick and Taylor, 2013). Specifically, we consider the policy problem

$$
\min_{\lambda_B} \mathcal{L}_t, \quad \mathcal{L}_t = E_t \| \Pi_t \|^2 + E_t \| U_t \|^2 + \lambda_B E_t \| B_t \|^2,
$$

(16)

where $\lambda_B$ is the preference parameter for the financial stability target and $B_t$ denotes the path of the growth rate of non-financial domestic debt, in deviation from its target. For illustration purposes, we fix that target at 5.6 percent, the average debt growth rate over the 1990-2000 period, and we set $\lambda_B = .25$, the ratio of the variance of inflation to the variance of debt growth of 1990-2000.

Figure 2 plots the same set of plots as Figure 1 but with the additional third mandate, and we consider the Fed in 2003-M6, a time when credit expansion was particularly strong, and the Fed might have wanted to preemptively lean against the wind. Note that the 2003-M6 meeting marked the end of an easing cycle for the Fed.

Looking at the individual optimal adjustment for each mandates (depicted in the middle panels), we can see that the OPP for the “traditional” mandates ($\delta_{t,\pi}^*$ and $\delta_{t,u}^*$) are aligned: Inflation was too low and unemployment too high, so that both mandates call for lower rates
(this is in contrast to the previous 1990-M6 case study). As a result, \( \delta_t^{*(2)} \), the OPP for a dual inflation-unemployment targeter, rounds to \(-.75\) percentage points. At the same time however, credit growth was very strong and called for a higher interest rate \( (\delta_t^{ub} \approx .25 > 0) \) in order to more quickly bring back credit growth in line with target.\(^{34}\) A policy maker with three mandates is thus confronted with another static trade-off in that the OPP for credit growth is positive but the OPPs for inflation and unemployment are negative.

Because of this static trade-off, the three-mandate OPP \( (\delta_t^{*(3)}) \) is slightly lower than the dual-mandate OPP \( (\delta_t^{*(2)}) \). Lowering the fed funds rate by \( \delta_t^{*(2)} = -.75\text{ppt} \) to stabilize inflation and unemployment would raise credit growth by too much in 2006 and overall increase the expected loss. The three-mandate OPP \( (\delta_t^{*(3)} \approx -.25\text{ppt}) \) strikes a balance between these conflicting goals: it calls for lowering the fed funds rate to raise inflation and lower unemployment, while limiting the side-effects on credit growth (as shown by the counter-factual forecasts displayed in the top panels).

5.2.2 On the effect of uncertainty on the OPP

To illustrate the effects of IR and model uncertainty on the OPP and on a researcher’s ability to discard optimality, we consider the Fed as of 2008-M4. This particular example is interesting, because it is in the early stage of the financial crisis: Lehman Brothers was still 6 months away from failing, unemployment was only at 5 percent, and few anticipated the magnitude of the recession that was going to ensue. In fact, the fed funds rate was still at 2.25ppt so the Fed still had room to use conventional policies to stimulate activity.\(^{35}\) An interesting question in hindsight is thus whether the 2008-M4 fed funds rate was optimal.

\(^{34}\)Echoing an argument made by Svensson (2017a), the fed funds rate is a blunt instrument to control credit growth. The peak effect of the policy change only happens after 3 years (middle-right panel), by which time credit growth was already expected to be back to target. As a result, the overall reduction in the loss function (16) is relatively small, only 5 percent (middle-right panel). This point is an important determinant of the overall OPP with three mandates \( (\delta_t^{*(3)}) \). While a higher fed funds rate does reduce credit growth, it does so with considerable delay, and thus offers little benefits. In contrast, the cost in terms of higher unemployment is substantial. Thus, the cost-benefit ratio of leaning against the wind is relatively high.

\(^{35}\)By the end of 2008 however, unemployment had reached 7.3 percent, and the Fed had dropped the fed funds rate by almost 2ppt (to the zero lower bound) in the span of only three months (September-December) following the failure of Lehman Brothers in September 2008.
In other words, can we conclude that the Fed should have lowered its fed funds rate earlier given the FOMC forecasts of the time and given the uncertainty attached to its forecasts.

We consider a central bank with a traditional inflation-unemployment dual mandate as in policy problem (15), and Figure 3 has the same structure as our previous plots except that the top panels now also report the 67 percent confidence intervals calculated from past forecast errors over the previous 10 years.

While the median SEP forecast indicate a worsening outlook for the unemployment gap, note the large uncertainty surrounding that forecast. Thus, while casual inspections of the unemployment point forecast and the impulse response suggests that the policy was not optimal—the Fed should have lowered the Fed funds rate—, the large uncertainty around that forecast could substantially weaken that conclusion.

The confidence bands around the OPP can precisely (and quantitatively) capture this tension. The yellow cone shows the 68 percent confidence interval for the OPP: if that cone does not overlap with the x-axis, we can conclude that there is a failure to optimize with 68 percent probability (i.e., given sampling uncertainty). In terms of magnitude, the median value for the OPP rounds to -0.5ppt (dash-black line), driven almost exclusively by the expected increase in unemployment. In other words, the OPP signals that the Fed should have lowered the fed funds rate faster than it did, given the median SEP forecast for unemployment.

However, taking into account model mis-specification and the possibility that the median SEP forecast is not the conditional expectation can radically change this conclusion. Perhaps, the Fed model was so misspecified and thus so far off the conditional expectation $\mathbb{E}_t Y_t^0$, that we cannot reject optimality given the level of model uncertainty. The grey cone report the 68 percent central interval around the median OPP, taking into account both model and IR

---

36 In other words, the Fed should have acted earlier by cutting rates more aggressively to counter the coming crisis.

37 The positive inflation gap is seen as transitory and as a result displays little correlation with the delayed effect of the fed funds rate on inflation. As a result, there is little the Fed can do about that positive inflation gap, and the OPP for inflation rounds to zero. Interestingly, this case captures a common wisdom of central banking: central banks should “look through” transitory inflationary episodes.
uncertainty. In this case, model uncertainty is so large that we cannot discard optimality despite the expected increase in unemployment. In other words, we cannot discard optimality because there is a more than 33 percent chance that the conditional expectations $E_t \Pi^0_t$ and $E_t U^0_t$ are such that the policy optimally balances the expected paths of inflation and unemployment. To summarize, as of 2008-M4 the expected increase in unemployment was not strong enough and too uncertain to justify a more aggressive monetary stimulus and a faster drop in the policy rate.

In this context, it is interesting to contrast the 2008-M4 situation with that of two years later; in 2010-M4. There, the fed funds rate was stuck at zero but the Fed could have use its slope instrument to stabilize the economy. Thus, Figure 4 displays the usual set of plots but for 2010-M4 and for the slope instrument, so that the middle panels show the impulse responses of inflation and unemployment to a 1ppt increase in the slope of the yield curve. This time, the deviations from targets are so large that we can clearly discard optimality at the 68 percent confidence level. In fact, the OPP calls for lowering the slope instrument by an additional 150 basis.\(^{38}\)

### 5.3 A retrospective analysis of US monetary policy

In this section, we systematically study the optimality of the Fed policy over 1980-2018, in effect repeating our case studies of section 5.2 for every single FOMC meeting since 1980 for which we have the conditional forecasts.

Figure 5 displays in the top row the time series of the two instruments that we considered: the fed funds rate and the slope of the yield curve (the difference between the 10-year bond yield and the fed funds rate). The bottom panels report the corresponding OPPs along with their confidence intervals, as implied by both impulse response and model uncertainty. In addition, to summarize the distance to optimality in terms of “welfare loss”, the bottom

\(^{38}\text{A few caveats to this conclusion: (i) our approach does not highlight which specific policies would have been able to induce such shift in the slope, and (ii) the exercise for the slope instrument is done with the benefit of hindsight, since our evidence on the effect of the slope instrument comes precisely from that time period.}\)
panels of Figure 5 also show in shades of red the additional loss $\Delta L_t$ incurred by the observed deviation of optimality, expressed in ppt of average extra inflation and unemployment gaps over the next 5 years. This welfare loss metric is useful to put into perspective the magnitude of the welfare cost of an optimality deviation.\textsuperscript{39}

While the fed funds rate has not been set exactly at its optimal level since 1980, the optimal adjustment (in absolute value) is overall relatively small averaging only 25 basis points over the full sample. There are only three larger misses; large misses in the early 1980s, a relatively small but significant miss in 2003 (a case we already discussed in the previous section) and a miss at the onset of the great recession when the fed funds rate could have been brought down more rapidly to the zero lower-bound (although that OPP is not significant, as we discussed above).\textsuperscript{40}

The largest miss is in terms of the slope instrument, which could have been used more aggressively during the financial crises and its aftermath, a conclusion echoing that of Eberly, Stock and Wright (2019). The OPP drops rapidly to -2 percentage points and only slowly revert back to zero. In fact, the OPP for the slope instrument remains significantly different from zero over the whole 2009-2013 period, indicating that for the period 2008-2012 a more extensive use of slope policies would have brought the slope of the term structure closer to optimal.\textsuperscript{41}

\textsuperscript{39}We compute

$$\Delta L_t(\hat{\delta}_t) = L_t(\hat{\delta}_t) - L_t(0) , \quad \text{with} \quad L_t(\delta_t) = E_t(\gamma_t^0 + R_t\delta_t)'(\gamma_t^0 + R_t\delta_t)$$

where $L_t(\hat{\delta}_t)$ is the value of the loss function under the optimal policy (i.e., after the actual policy has been corrected with the optimal discretionary adjustment $\hat{\delta}_t$ and where $L_t(0) = E_t(\gamma_t^0)'\gamma_t^0$ is the value of the loss function under the policy actually implemented at time $t$.

\textsuperscript{40}The large miss in the early 80s should be taken with caution. Our approach is valid as long as there are no regime changes and our IR estimates capture the transmission of monetary policy in the current regime. This approach is reasonable in the post-1990 era of anchored inflation expectations, but it is more contentious in the early 1980s period, where the Fed was actively trying to anchor inflation expectations at a lower level. In that context, our finding of an “overly tight” fed funds rate in the early 80s could just be capturing the Fed’s efforts to engineer a regime switch.

\textsuperscript{41}We re-iterate that our approach does not highlight which specific policies would have been able to induce such shift in the slope.
6 Conclusion

In this paper we propose a methodology for determining the distance to optimality of a given policy choice. The proposed optimal policy perturbation statistic determines whether the proposed policy choice was optimal and it highlights which trade-offs have been overlooked in settings where the underlying economic model is unknown or too complex to write down, as is often the case in practice.

Although little touched on in this paper, the OPP can also be used by the policy makers themselves in order to articulate their views and communicate their policy decisions, either to their peers (in the context of deliberations among FOMC members for instance) or to private actors (market participants for instance). In particular, the static regression interpretation can help policy makers articulate and quantify their policy prescriptions around three central concepts (i) their preference between different objectives, (ii) their assessment of the economic outlook, and (iii) their views on the effects of policy.\footnote{These three concepts are the three central sources of disagreement among policy makers (See e.g., Orphanides, 2019, for a recent example).}

While we focused on monetary policy making to illustrate the OPP,\footnote{In the context of monetary policy, the OPP statistic could also be trivially adapted to alternatives to inflation targeting, such as average inflation targeting or nominal GDP targeting, which are actively debated as the Fed is reconsidering its policy framework.} our framework can be used to inform the policy responses in many other contexts where optimality is hard to assess. For instance, in the context of fiscal policy, a number of rules are being used to prevent excessive deficit, such as the European “Stability and Growth Pact” that limits budget deficit in EU member countries to 3 percent of GDP. Similar to Taylor rules in the context of monetary policy, these rules are rigid and do not take into account other important objectives of policy makers, such as avoiding large drops in GDP and excessive unemployment.\footnote{In practice such trade-offs are central to policy makers, as reflected by the number of EU countries, which chose to violate the rule during the 2007-2009 crisis. And in response to this trade-off, some commentators proposed a cyclically-adjusted 3 percent rule.} The OPP could be used in this context to modernize the deficit rule with a “forecast deficit targeting” approach to fiscal discipline, in the same way that forecast inflation targeting replaced strict monetary growth targets.\footnote{To some extent, a “forecast deficit targeting” approach is already followed by the EU commission, as} The OPP would provide a
quantitative criterion to formalize how a policy maker should balance (in expectation) fiscal discipline with (say) growth and unemployment considerations.

There are many other possible applications of the OPP, for instance a government with a double objective of high trend GDP growth and low income inequality, a government interested in exchange rate management, or a low/middle income country interested in foreign-exchange reserve management.\textsuperscript{46}

Going beyond the OPP, we note that the OPP is simply the first iteration of a Newton-Raphson algorithm. A natural and important extension of the present paper is thus to explore the conditions under which a Newton algorithm could be used to find the optimal policy. Indeed, finding the optimal policy amounts to finding the zero of the derivative of the loss function. When the underlying model is unknown or very complex, the derivative of the loss function will typically (i) only be calculated approximately, and (ii) be very costly to compute, an exhaustive grid search strategy is difficult to implement.\textsuperscript{47}In this context, a Newton algorithm could help find the optimal policy. While a researcher outside the central bank cannot iterate the algorithm beyond one step, because it cannot compute $f(p_t, X_t)$ for different policy choices, a researcher inside the central bank could iterate further and get substantially closer to the optimality policy with a few additional iterations.\textsuperscript{48} This idea—replacing the current “incomplete grid search” approach to policy making with a much more efficient Newton-type algorithm is an important avenue for future research.

countries have to justify how they expect to bring the deficit back under the 3 percent ceiling. However, there is no objective criterion defining the “appropriate” pace of corrective measures, similarly to the imprecision of the “looking good” criterion in the context of forecast inflation targeting.

\textsuperscript{46}The optimal level of foreign-exchange reserve is an important area of research for both developing and low-income economies. The 3-months of import rule advocated by the IMF has no strong theoretical justification and it does take into account time and country specificities (e.g., Jeanne and Ranciere, 2011; Barnichon, 2009).

\textsuperscript{47}Recall that the construction of the forecast at central banks or finance ministries involves repeated iterations between models and judgement and lengthy discussions between/among policy makers and their supporting staff.

\textsuperscript{48}Under some regularity conditions on the underlying true model, the rate of convergence of the Newton algorithm is quadratic.
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Appendix

The OPP at work in a simple macro model

In this section, we illustrate the working of the OPP in a simple but general economic model. This allows to provide the intuition behind the construction of the OPP and also to explicitly discuss the conditions underlying Assumption 1.

For ease of exposition, it is useful to consider a static model involving one macro variable $y$, one policy variable $p$ and one exogenous variable $x$. All the important results are captured by this simple model. It is straightforward to generalize what follows to a multi-variate dynamic setting.

A general model can be written as

$$
\begin{align*}
&y = f(p, x; \hat{g}(\cdot)) \quad \text{(M) curve} \\
p = g(y, x) + \varepsilon \quad \text{(P) curve}
\end{align*}
$$

(18)

The first equation is the “macro equation” —the (M) curve— that describes how the macro variable depends through the function $f(\cdot)$. For instance, when the policy instrument is the interest rate, this equation is the (IS) curve. The second equation is the policy equation —the (P) curve—. The policy choice $p$ is determined by (i) $g(y, x)$, the reaction function of the policy maker, which captures the systematic response of the policy maker to economic developments, and by (ii) a policy shock $\varepsilon$ that captures random fluctuations in policy due to taste shocks, mistakes in the policy process, or rounding (quarter ppt rounding for the fed funds rate for instance), among other possibilities. For instance, in the context of monetary policy the reaction function is often represented as a simple interest rate Taylor rule. In practice, the reaction function $g(\cdot)$ can be arbitrarily complicated and is unknown to the public,49 and agents approximate that reaction function with some function $\hat{g}(\cdot)$. The function $f(\cdot)$ can depend on $\hat{g}(\cdot)$ —the approximate reaction function can influence the macro equation—, because agents may base their decisions on their expectation of the policy

---

49As Svensson (2019) puts it in the context of monetary policy, ”the reaction function, meaning how the policy choice responds to information available to the policy maker is far too complex to write down. The policy choice will respond to all relevant information that shifts the forecast of inflation and unemployment. This is a long and changing list.” Note that the reaction function is often too complex to write down, even for the policy maker. For instance, the reaction function of the Fed is the outcome of series of steps — model iteration/combination, lengthy discussions among staff members and judgement calls—, that cannot be easily written down as a Taylor-rule type of function. Instead, the Fed reaction function is better thought of as akin to a forecast targeting rule in the sense of Svensson (2019). As described by Bernanke (2015): ”The Fed has a rule. The Fed’s rule is that we will go for a 2percent inflation rate; we will go for the natural rate of unemployment; we put equal weight on those two things; we will give you information about our projections, our interest rate. That is a rule and that is a framework that should clarify exactly what the Fed is doing”.
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maker’s reaction function.

We denote by \((y^0, p^0)\) the equilibrium allocation in this model. Our goal in this paper is to assess whether the policy choice

\[ p^0 = g(y^0, x) + \varepsilon \]

is the optimal choice, defined (in this simpler case) as the policy setting \(p\) that minimizes \((y - y^*)^2\) where \(y^*\) is the policy maker’s objective allocation.

To assess the optimality of \(p^0\), we consider a small perturbation \(\delta\) to the policy choice \(p^0\), so that the optimization problem is

\[
\min_{\delta} (f(g(y, x) + \varepsilon + \delta))^2.
\]

Since \(f\) is unknown, we take a second-order approximation of the loss function for \(\delta\) around 0 and solve instead the optimization problem

\[
\min_{\delta} \left[ (y^0)^2 + 2yR(0) + 2y^0 \frac{dR}{d\delta} \bigg|_{\delta=0} \delta^2 \right].
\]

where \(R = \frac{dy}{d\delta}\). The first-order condition implies

\[
\delta^* = - \left( \left( \frac{R(0)^2 + y^0 \frac{dR}{d\delta}}{\delta=0} \right) \right)^{-1} R(0)y^0.
\] (19)

Expression (19) is the first-iteration of a Gauss-Newton algorithm, and the two requirements to compute \(\delta^*\) are (i) \(y^0\), and (ii) the impulse response at \(\delta = 0; R(0)\). To calculate \(R\), we differentiate

\[ y = f(g(y) + \varepsilon + \delta; \hat{g}(\cdot)) \]

with respect to \(\delta\) and get

\[ dy = f'_p(p^0) [g'_y(y^0)dy + d\hat{g}(\cdot)] \]

which gives

\[
R = \frac{dy}{d\delta} = \frac{f'_p(p^0)}{1 - g'_y(y^0)f'_p(p^0)} + \frac{d\hat{g}(\cdot)}{d\delta} \frac{1}{1 - g'_y(y^0)f'_p(p^0)}
\]

or in more compact form

\[ R = R(p^0, x, \delta) \]

so that the impulse response function (i) is state-dependent, depending on both the value of the exogenous variable \(x\) as well as value of the policy choice \(p^0\), and (ii) is not necessarily invariant to the discretionary policy adjustment \(\delta\).
Assumption 1 in the main text imposes that $\mathcal{R}$ is fixed, which allows us first to estimate $\mathcal{R}$ from policy shocks and simple VAR-IV or LP-IV estimation methods, and second to interpret the OPP $\delta^* = -\left(\mathcal{R}^2\right)^{-1} \mathcal{R}y^0$ as a distance-to-optimality measure.

Assumption 1 excludes the possibilities of (i) and (ii).

Excluding (i) requires that non-linearities in the underlying model are small. This is not a conceptual limitation for the OPP and our approach in general, because the interpretation of the OPP as a distance to optimality measure remains correct even when $\mathcal{R} = \mathcal{R}(p^0, x)$. Allowing for (i) imposes however stronger requirements in terms of the data as more variation is needed to estimate $\mathcal{R} = \mathcal{R}(p^0, x)$. Provided there is enough variation however, we can draw on recent advances in macro-econometrics to estimate such state-dependent impulse responses (e.g. Tenreyro and Thwaites, 2016; Ramey and Zubairy, 2018).

Excluding (ii), invariance to discretionary policy perturbations, is an important restriction, because $\frac{d\mathcal{R}}{d\delta}\bigg|_{\delta=0}$ enters the formula for $\delta^*$. As a result, when $\frac{d\mathcal{R}}{d\delta}\bigg|_{\delta=0} \neq 0$, $\delta^*$ no longer captures the magnitude of the deviation from optimality. Intuitively, (ii) corresponds to the Lucas critique: a discretionary change in policy through $\delta$ can lead agents to revise their representation of the reaction function and induce a regime shift — a change in the macro equation $f(.)$. In our context, excluding (ii) is reasonable however, as long as we are considering a small perturbation to $p^0$, i.e., as long as the deviation from optimality is not too large. Intuitively, if the deviation from optimality is not substantially larger than a typical policy shock, a perturbation $\delta_t$ to $p_t$ will not lead agents to revise $\hat{g}(.).$ Thus, as long as $\delta^*$ remains modest in the sense of Leeper and Zha, the optimal policy perturbation will not lead to a regime switch and assuming $\mathcal{R}$ independent of $\delta$ is reasonable.

---

50While $\mathcal{R}$ captures the response to a policy perturbation $\delta$ instead of a policy shock $\varepsilon$, the corresponding impulse response is the same since $\varepsilon$ and $\delta$ enter $f(.)$ linearly (such that $\frac{df}{d\delta} = \frac{df}{d\varepsilon}$).

51Indeed, as long as $\mathcal{R}$ does not depend on $\delta$, the second-order approximation of the loss function is exact and the Gauss-Newton algorithm converges in one step, i.e., $\delta^*$ is the distance between $p^0$ and the optimal policy choice $p^*$.

52An additional source of variation for $\mathcal{R}$ is time-variation in the underlying structure of the economy (the function $f$ is time-dependent and becomes $f_t$) or in the policy maker’s reaction function (the function $g$ is time-dependent and becomes $g_t$), due to changes in the policy maker’s preference, view about the underlying economic model or decision making process. The impulse response becomes $\mathcal{R}_t$. Similarly to state-dependence in the impulse response, this case can be addressed with the appropriate methodology, such as time-varying parameter VAR or time-varying LP (e.g., Primiceri, 2005; Paul, 2019).

53With $\mathcal{R}(\delta)$, the second-order expansion of the optimization problem is only an approximation, and the Gauss-Newton algorithm takes more than one iteration to converge to the optimal policy.

54Provided that the different regimes have been visited in the past, it is possible in theory to estimate how the impulse response function would change with the policy perturbation. To give one example in the context of monetary policy, if there exists two regimes — unanchored vs. anchored inflation expectations — and if the economy visited these two regimes in the past, one could model and estimate $\mathcal{R}(\delta)$. This requires large data sample however.
Proofs

Proof of Theorem 1. Consider the loss function $\mathbb{E}_t\|Y_t\|^2 = \mathbb{E}_t\|f(p_t^0 + \delta_t, X_t)\|^2$. Under assumption 1 the Taylor series around $\delta_t = 0$ is given by

$$
\mathbb{E}_t\|Y_t\|^2 = \mathbb{E}_t\|Y_0^t\|^2 + 2\mathbb{E}_tY_0^\prime \mathcal{R}\delta_t + 2\delta_t^\prime \mathcal{R}' \mathcal{R}\delta_t
$$

as $\frac{\partial \mathbb{E}_t\|Y_t\|^2}{\partial \delta_t}|_{\delta_t = 0} = 2\mathcal{R}' \mathbb{E}_tY_0^0$ and $\frac{\partial^2 \mathbb{E}_t\|Y_t\|^2}{\partial \delta_t \partial \delta_t'}|_{\delta_t = 0} = 2\mathcal{R}'\mathcal{R}$. The first derivative with respect to $\delta_t$ is given by

$$
\frac{\partial \mathbb{E}_t\|Y_t\|^2}{\partial \delta_t} = 2\mathcal{R}' \mathbb{E}_tY_0^0 + 2\mathcal{R}'\mathcal{R}\delta_t = 0
$$

Solving using $\mathcal{R}'\mathcal{R} \succ 0$ implies the result. \qed

Proof of Theorem 2. Consider the loss function $\mathbb{E}_t\|Y_t\|^2 = \mathbb{E}_t\|f(p_t^0 + \delta_t, X_t)\|^2$. Under assumption 2 the second order Taylor approximation around $\delta_t = 0$ is given by

$$
\mathbb{E}_t\|Y_t\|^2 \approx \mathbb{E}_t\|Y_0^t\|^2 + 2\mathbb{E}_tY_0^\prime \mathcal{R}(0)\delta_t + 2\delta_t^\prime \left( \mathcal{R}(0)^\prime \mathcal{R}(0) + (\mathbb{E}_tY_0^\prime \otimes I_{M(H+1)}) \frac{\partial \text{vec}(\mathcal{R}(\delta_t)^\prime)}{\partial \delta_t}|_{\delta_t = 0} \right) \delta_t
$$

as $\frac{\partial \mathbb{E}_t\|Y_t\|^2}{\partial \delta_t} = 2\mathcal{R}(0)^\prime \mathbb{E}_tY_t = 2(\mathbb{E}_tY_t^\prime \otimes I_{M(H+1)}) \text{vec}(\mathcal{R}(\delta_t)^\prime)$ and $\frac{\partial^2 \mathbb{E}_t\|Y_t\|^2}{\partial \delta_t \partial \delta_t'} = 2(\mathcal{R}(\delta_t)^\prime \otimes I_{M(H+1)}) \text{vec}(\mathcal{R}(\delta_t)^\prime) + 2(\mathbb{E}_tY_t^\prime \otimes I_{M(H+1)}) \frac{\partial \text{vec}(\mathcal{R}(\delta_t)^\prime)}{\partial \delta_t}|_{\delta_t = 0}$. The first derivative with respect to $\delta_t$ is given by

$$
2\mathcal{R}(0)^\prime \mathbb{E}_tY_0^0 + 2\left( \mathcal{R}(0)^\prime \mathcal{R}(0) + (\mathbb{E}_tY_0^\prime \otimes I_{M(H+1)}) \frac{\partial \text{vec}(\mathcal{R}(\delta_t)^\prime)}{\partial \delta_t}|_{\delta_t = 0} \right) \delta_t = 0
$$

Solving using $\mathcal{R}'\mathcal{R} \succ 0$ implies the result. \qed
Notes: Top panel: median FOMC forecasts for the inflation and unemployment gaps. Middle panel: impulse responses of the inflation and unemployment gaps to a fed funds rate shock. In red (blue) is the OPP $\delta^\pi$ ($\delta^u$) for a strict inflation (unemployment) targeter. Bottom panel: in red, a scatter plot of the median FOMC inflation gap forecast ($E\Pi^0$) against the impulse response of the inflation gap ($R^\pi$) with the best linear fit (red dashed line). The slope of that regression line is $\delta^\pi$, the OPP for a strict inflation targeter. Same information in blue for the unemployment gap. The dashed black line depicts the best-linear fit after including all points, and the slope of that line is $\delta^u$, the OPP for a dual targeter.
Figure 2: Dynamic trade-offs and leaning against the wind

Notes: Top panel: median SEP forecasts for the inflation, unemployment and debt growth gaps. Middle panel: impulse responses of the inflation, unemployment, and debt growth gaps to a fed funds rate shock. In red (resp. blue, green) is the OPP $\delta^\pi$ (resp. $\delta^u$, $\delta^b$) for a strict inflation (resp. unemployment, debt growth) targeter. Bottom panel: scatter plot of the median SEP forecasts for inflation (red), unemployment (blue) and debt growth (green) against the corresponding impulse responses. The dot-dashed black line depicts the best-linear fit after including inflation and unemployment points, and the slope of that line is $\delta^*(2)$, the OPP for a dual inflation-unemployment targeter. The thick-dashed line depicts the best-linear fit after including all points, and the slope of that line is $\delta^*(3)$, the OPP for a central bank with three mandates.
Figure 3: Taking uncertainty into account: fed funds rate policy

Notes: Top panel: Median SEP forecasts for the inflation and unemployment gaps (in red and blue) along with the 67 percent confidence bands. Middle panel: impulse responses of the inflation and unemployment gaps to a fed funds rate shock with the 95 percent confidence intervals. Bottom panel: scatter plot of the median SEP inflation and unemployment gap forecasts ($EY^0$) against (minus) the impulse responses (IR) of the inflation and unemployment gaps ($-R$) with the best linear fit (dashed-black line) with average slope $\tilde{\delta}$. The beige area areas depicts the 95 confidence intervals from IR estimation uncertainty, and the light grey shaded areas depicts the 67 confidence intervals from IR estimation and model mis-specification uncertainty.
Figure 4: Taking uncertainty into account: slope policy

Notes: Top panel: Median SEP forecasts for the inflation and unemployment gaps (in red and blue) along with the 67 percent confidence bands uncertainty. Middle panel: impulse responses of the inflation and unemployment gaps to a slope policy shock with the 95 percent confidence intervals. Bottom panel: scatter plot of the median SEP inflation and unemployment gap forecasts ($EY^0$) against (minus) the impulse responses (IR) of the inflation and unemployment gaps ($-\mathcal{R}$) with the best linear fit (dashed-black line) with average slope $\hat{\delta}$. The beige area areas depicts the 95 confidence intervals from IR estimation uncertainty, and the light grey shaded areas depicts the 67 confidence intervals from IR estimation and model mis-specification uncertainty.
Figure 5: OPP for the Fed instruments (1980-2018)

Notes: Top panels: the fed funds rate (“FFR”, left-panel) and the difference between the 10-year bond yield and the fed funds rate (“slope”, right panel). Grey bars denote NBER recessions. Bottom panels: OPP for the fed funds rate at time $t$ (left-panel) and OPP for the slope instrument at time $t$ (right-panel). The grey area captures both impulse response and mis-specification uncertainty: OPP values outside the shaded-areas can be excluded with a 67 percent probability. The shades of red represent the magnitude of the additional loss incurred by deviating from optimality, with darker colors indicating larger losses. The additional loss $\sqrt{\Delta \mathcal{L}_t}$ is expressed in ppt of average extra inflation and unemployment gaps over the next 5 years.